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Top Level Design Document

for the

NRL Nowcast for the Next Generation Navy System
1.0  Scope

1.1  Identification

This Top Level Design Document describes the requirements for the Naval Research Laboratory (NRL) Nowcast for the Next Generation Navy (NOWCAST) system.  NOWCAST is an enterprise-class, network-centric, data fusion concept which will allow the forward-deployed battlegroup forces and other networked locations to continuously update a local, centralized environmental database and send fused products to end user client tactical workstations.  NOWCAST will enable the automatic maintenance of a common picture of the three-dimensional environmental battlespace among the battlegroup components and other networked locations, and will provide products to end users tailored to their specific warfighting requirements.  NOWCAST will be submitted as a set of application segments in the Defense Information Infrastructure (DII) Common Operating Environment (COE) and also as a stand-alone client/server application for non-DII/COE systems.  This document also describes the background, required functionality, and constraints for developing the NOWCAST system.

1.2  System Overview

NOWCAST will be an automated, portable, environmental data fusion and web-based data dissemination and display system for the battlegroup and other regional enterprises (e.g., a Navy or Joint METOC Facility).  As an enterprise-class solution, NOWCAST is designed to provide the best environmental information to end users to support informed, integrated decision making.  NOWCAST is an observation-oriented, network-centric, data fusion concept in which a local, centralized, real-time environmental database is frequently updated to generate fused products that are automatically and continuously transmitted back to configurable end user terminals, thus maintaining a common situational awareness of the three-dimensional environmental battlespace.  NOWCAST will allow the forward-deployed METOC user to add significant value to the volume of raw, perishable atmospheric data available on-scene by intelligently fusing the information with locally-derived mesoscale model background fields.  Feature detection and tracking algorithms can make use of  high temporal rate data to extrapolate features (e.g., gust fronts and precipitation areas) into the near-term (0 – 2 hrs).  Artificial intelligence (AI) techniques may be used to blend the extrapolated results with fields produced from a mesoscale model to extend the forecasts to 6 hrs.  This is important because the spin-up time of the mesoscale model is on the order of 2 – 6 hrs, thus NOWCAST fills the gap at the beginning of each data assimilation cycle.

NOWCAST servers will reside on the battlegroup and shore-based METOC local area networks (LAN) along with the Tactical Atmospheric Modeling System – Real Time (TAMS-RT).  On board ship, the On-Scene Tactical Atmospheric Forecast Capability (STAFC), a software component of the Navy Integrated Tactical Environmental System (NITES), will provide the functionality of TAMS-RT.  TAMS-RT/STAFC will produce the local short-term mesoscale forecasts and hourly analyses that will be used as background conditions for NOWCAST.  These fields will reside in the Tactical Environmental Data Subsystem (TEDS) servers and will be retrieved by NOWCAST using the TEDS Application Programming Interfaces (API) once every hour.  TEDS is also the repository for almost all other environmental data shared by the battlegroup and regional enterprises.  The latest data, which may contain decoded ASCII messages, decoded World Meteorological Organization (WMO) Gridded Binary (GRIB) and Binary Universal Format (BUFR) messages, and other remotely-sensed observations, will be retrieved by NOWCAST using the TEDS APIs periodically (probably every 5 – 20 min) depending on the data type.  A separate flat file database of battlegroup radar observations will also be retrieved (possibly every 5 min).  These radar data will have been preprocessed locally by the Tactical Environmental Processor (TEP) aboard AEGIS SPY-1 equipped ships within the battlegroup and transmitted to the TEDS servers.   The TEP will also provide local wind shear and microburst processing once every minute.  If significant wind shear is detected, an alert and the location shall be transmitted to the NOWCAST server for immediate dissemination to end users.

Figure 1.2-1 is a schematic diagram of the NOWCAST system components and data flow showing the interaction with the TEDS and TAMS-RT/STAFC components.  The client/server design for NOWCAST is also shown in the figure.  The NOWCAST server is an extension of a traditional web server using Java Servelet technology and Java Server Pages for automatically refreshing dynamic content.  The clients are Java applets that can be activated from any end user web browser on the network.  Once running, the clients will be updated with the latest available data at any given time by automatically refreshing every five-minutes.  The clients are designed using the concept of data layers (or overlays), where each layer is geographically registered to a user-defined map background.  The data layers are defined in Section 2.2.4.  The map may be panned and zoomed with the mouse for viewing a more specific region of interest and a time slide will be provided to control the time looping.  The default loop will cover the past two hours in five-minute increments.

The layered client application is shown schematically in Figure 1.2-2 and is described in more detail in Section 2.2.2.  The user may select data layers for viewing and may bring up a properties screen where graphics and other data attributes may be set to customize the display for the user.  A click on a position will bring up a properties window showing the closest observation (in space and time) and a double click will bring up a time series for that location covering the past 24 hrs.  For any data product, the corresponding background mesoscale model field can be toggled on and off.

In addition to METOC data layers, fused data products (defined in Section 2.2.5) derived from algorithms using the observed data and model fields as inputs, may also be toggled on and off the display.  Multiple data products that provide information related to a common task or warfare area may be grouped or bundled together by the end user into a named product folder.  These product folders may be saved on the server and recalled for editing.  Examples of product folders are shown in Figure 1.2-2.  All data, fused data, and product folders recalled from the server will dynamically refresh with the latest available data at the five minute update rate.  All user configurations are saved on the NOWCAST server and protected by user names and passwords.  The NOWCAST server provides administration support tools for the METOC user to manage the user accounts and profiles (see Section 2.5).
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Figure 1.2-1  NOWCAST data flow. 

To facilitate administration and to maintain quality control, NOWCAST provides a special client for the METOC user.  This client automatically displays all the data types (overlays) by default and has special privileges to let the METOC user perform quality control (QC) functions and tag “bad” data, sensors, and stations and model output.  Bad data tags shall be recorded in the database and the system will not use the data, sensor, station, or model output nor transmit them to end users until the METOC user toggles the QC flag back to “good.”

Both METOC and end users will be able to set visual and audio alerts for their data.  User-defined thresholds and QC values (comparison with background fields, previous observation, or buddy check) shall also be provided.  An automatic alert (not user configurable) will be provided for the radar wind shear message.

An Internet Relay Chat (IRC) button on the main Java applet will allow an IRC session to be spawned by the user.  The default behavior will be to initiate a chat session with the responsible METOC office, although the chats may have several participants at one time.  It is anticipated that these IRC sessions will be used to interact with the on-scene METOC specialists about critical data and interpretation of  products.  Since everyone in the NOWCAST system “sees” the same environmental data, the METOC specialists and the end users can chat and relate to a common visualization of the data and products.  The collaboration supported in the initial NOWCAST system will limited to the IRC sessions, however, future enhancements to NOWCAST will allow the graphics windows to be a shared whiteboard, allowing truly collaborative data and product visualization and discussion to facilitate tactical understanding.
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Figure 1.2-2  NOWCAST client processing.

1.3  Background

The complexity of the battlespace necessitates the automated fusion of environmental information with the tactical picture to maintain common situational awareness.  The battlegroup of today has no capability to efficiently share environmental information among its components or to maintain a consistent picture of the battlespace environment.  However, advances in forward-deployed sensing systems present an opportunity to the METOC community to overcome this limitation.  Systems such as MORIAH, MEASURE, AEROSONDE, Remote Mini Weather Stations (RMWS), TEP (for radar data), TDROP tactical dropsonde, and the Navy Satellite Display System – Enhanced (NSDS-E) (high refresh rate geostationary satellite data) are in various stages of development and fielding.  None of these sensors or systems alone presents the full environmental picture; however, work at the National Center for Atmospheric Research (NCAR) and at the Massachusetts Institute of Technology Lincoln Laboratory (MIT LL) has demonstrated how artificial intelligence techniques, including fuzzy logic, may be used to fuse these types of sensor data into a coherent, consistent view of the constantly evolving local environment.  Other algorithms developed at NCAR and MIT LL have been used to identify significant meteorological features and track them using automated techniques.  These tracking techniques allow the features to be extrapolated into the near-term future (1 to 2 hrs) for short range forecasts or “nowcasts.”  These data-derived nowcasts can be combined with analyses and short-term mesoscale model forecasts produced by the local TAMS-RT to extend the range from 2 to 6 hrs.  This fused picture of the environment can be updated continuously and propagated (served) from a main processor to customized end user terminals using web-based client/server technology.  Such a nowcast system, built on the DII/COE compliant base architecture, will give the battlegroup an navy shoe activities a new capability to effectively provide integrated, accurate, real-time, consistent, useful environmental information tailored to the individual needs of the warfighter.   

The concept described above is articulated in the Oceanographer of the Navy’s (N096) Rapid Environmental Assessment (REA) program goals (Whitman, 1997).  The development of the TAMS-RT/STAFC on-scene mesoscale forecasting capability was the first step in achieving those goals and NOWCAST will provide the necessary follow-on capability.  On-scene mesoscale forecasting and NOWCAST are the focussed end of a telescoping strategy developed by NRL to meet REA requirements.  The “big picture” end of the strategy is anchored by the NRL Navy Operational Global Atmospheric Prediction System (NOGAPS) (Hogan and Rosmond, 1991) which provides a world-class global prediction capability out to 10 days.  The NRL Coupled Ocean/Atmosphere Mesoscale Prediction System (COAMPS) (Hodur, 1997) provides shorter range, higher resolution forecasts and forms the core of TAMS-RT/STAFC.  Both NOGAPS and COAMPS are run operationally at Fleet Numerical Meteorology and Oceanography Center (FNMOC), Monterey, CA.  COAMPS is a state-of-the-art nonhydrostatic mesoscale model that has been used to study atmospheric structures from 81 km down to 1/3 km resolution.  COAMPS is also used in TAMS-RT/STAFC for limited geographic domains and both NOGAPS and COAMPS may be transmitted by FNMOC to provide boundary conditions for the on-scene mesoscale forecasts.  These fields are transmitted from FNMOC to fleet units using the METCAST data dissemination capability.

Early in the NOWCAST system development, two high priority areas for initial system support were identified: the operational tasks of  carrier air operations and electromagnetic (EM) propagation assessment.  Subsequently, strike warfare (STW) issues were also identified for support.  Both carrier air operations and STW rely heavily on ceiling and visibility (C&V) assessments; in fact, operational forecasters spend about 40% of their time developing such guidance.  Therefore, a C&V product was identified as a desirable fused-technology product.  Interactions with NCAR and MIT LL have identified other mature technologies such as Autonowcaster, Intelligent Weather System (IWS), Machine Intelligent Gust Front Algorithm (MIGFA), optimal trajectories, line storm tracker, microburst detection, anomalous propagation (AP) rejection, as well as fused-technology products such as icing, turbulence, thunderstorm information, cloud classification, and rain rate which would make valuable additions to the NOWCAST product suite.  Many of the more mature capabilities that are required for NOWCAST are described in Section 2.2.5.

NOWCAST follows the current direction in the Navy by embracing an enterprise-wide,  network-centric, web-based client/server design.  The NOWCAST server will automatically ingest and fuse data, derive data products, update the TEDS database, and propagate the fused data set to each client workstation, thus maintaining a common picture of the environment from the warfighter to the decision maker.  NOWCAST is envisioned to be the enterprise weather fused data product server for the battlegroup and, as a critical enterprise server capability, NOWCAST is designed as a multi-tiered solution with  automatic fail-over capability, transparent to the operator.

2.0  Requirements

2.1 Requirements Traceability

2.1.1  Fleet METOC Requirements

· METOC Requirement 94-08 – Real-Time Tactical METOC Assessment System

· METOC Requirement 95-02 – Sensible Weather Forecasting Tool

· METOC Requirement 95-05 – State-of-the-Art Display/Briefing System

· METOC Requirement 96-08 – Real-Time Data Collection Capabilities

· METOC Requirement 97-05 – Consolidation and Quality Control of METOC Data

· METOC Requirement 97-08 – Numerical Modeling for Military Operations

2.1.2  Mission Needs Statements

· Real-Time Tactical METOC Assessment System

· METOC On-Scene Analysis and Forecast Capability

· METOC Numerical Modeling Capability for Military Operations

2.1.3  Oceanographer of the Navy (N096) Program Support Needs

· Rapid Environmental Assessment

· Sensing the Battlespace Environment

· Assimilation of Diverse METOC Data

2.1.4  NRL Battlespace Environments S&T Challenges

· Data/Information Management and Exploitation (IE)

2.2  Capability Requirements

NOWCAST shall be capable of the following functions, each described in more detail in subsequent subsections below:

· Provide an enterprise-wide weather data and fused products server to allow end user client workstations to automatically receive updated information as soon as the data have been processed and fused.  Automatically fail-over to provide continuous coverage for critical products.

· Access and assimilate observational data, gridded fields, and satellite data from the TEDS database in real-time.  Access, mosaic and assimilate radar data in real-time.  Immediately transmit wind shear alerts.

· Provide a configurable tactical end user workstation client application to view, animate, manipulate, threshold, zoom, pan, print, bundle, and set alerts for the NOWCAST server data stream. 

· Provide a configurable METOC client workstation that, in addition to the above-stated tactical workstation functionality, provides a means to set quality control flags for the data.

· Provide an interface to store NOWCAST output data products and quality control flags in TEDS.

· Provide administrative tools to set up and maintain NOWCAST servers and clients and provide an archive capability to save data and products.  Provide tools to manage user accounts and profiles.

· Provide an autoverification capability to maintain a historical database of observations, forecasts/nowcasts, and the differences between the observations and the forecasts/nowcasts. 

2.2.1  NOWCAST Server Requirements

The NOWCAST server will reside on the battlegroup and shore-based METOC LAN along with TAMS-RT/STAFC.  Figure 2.2.1-1 is a schematic showing the NOWCAST server high-level architecture and data processing design.  TAMS-RT/STAFC will produce the local short-term mesoscale forecasts and analyses that will be used as background conditions for NOWCAST.  These forecast fields will reside in the local TEDS database servers and will be retrieved by the NOWCAST server using the TEDS APIs once every hour.  The latest decoded ASCII message data, decoded GRIB and BUFR data, and other remotely-sensed observations, will be retrieved by the NOWCAST server every 5 – 20 min depending on the data type. A separate flat file database of preprocessed battlegroup radar observations will also be retrieved, probably every five minutes.  Data from multiple radars will be consolidated in a mosaic if required.  All data will be registered to the same map projection and background (as specified in the set up by the METOC user) as interest fields.  The server will execute all identification, processing, and tracking algorithms on the data included cloud classification, line storm tracking, autonowcaster, MIGFA, turbulence, icing, EM propagation/evaporation duct height, AP rejection, surface heat index, and 3-D wind finding.  AI and fuzzy logic techniques will be used in some algorithms to update the Intelligent Weather System (IWS) products.  These techniques may make use of dynamic weighting to give greater emphasis to algorithms with better current verification statistics in the blending scheme.
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Figure 2.2.1-1  NOWCAST high-level architecture.

All appropriate data will be automatically compared with the previous corresponding interest fields and forecasts for the purpose of automatic verification.  Time series of the data and their differences will be recorded and maintained along with the computed statistics for mean error and bias.  The verification information will propagate through the NOWCAST system with the interest fields to give the end user some information about the quality or confidence of each product.

The NOWCAST server must also provide user login and authentication (password) services and set the user’s run-time environment.  The server shall maintain a common run-time information database that can be queried to return all user and data parameter specifications.  Section 2.5 describes the maintenance and administration capabilities of the server.

2.2.2  NOWCAST Client Requirements (Tactical End user)

NOWCAST clients are Java applets that can be activated from any end user browser on the network.  Figure 2.2.2-1 is a mock up of  a client display showing radar, precipitation, station temperature and wind, and icing cross section information.  Once activated in the browser, the clients refresh automatically at the five-minute NOWCAST data retrieval interval.  The clients are built based on the concept of data layers (or overlays), where each layer is represented by a tab or button across the top window and the layers are geo-registered to a user-defined map background.  The layers represent data types, model data, and derived NOWCAST products.  Each layer may be toggled on and off with the mouse.  The area the map covers must be a subset of the master map defined by the METOC user (typically the are covered by the largest mesoscale model grid).  Map functions will be configured by a popup GUI which will control land/sea boundaries (coastlines), shaded topography, political boundaries, and major cities and roads, which can all be toggled on or off.  In addition, the user shall be able to define hazardous bounding areas (airspace) and waypoints which can act as pseudo-stations for the purpose of plotting data and interpreting results.  The map may be panned and zoomed with the mouse for specific regions of interest and a time slide and clock will be provided to control the time looping.  The default loop will cover the past two hours in five-minute increments.  The latitude/longitude position of the mouse within the map display will be displayed at all times following the mouse.

In addition to the mouse functionality described above, the user may select data layers to be turned on (brought to the foreground) or off by clicking on the appropriate tab.  The user may also click the tab with the right mouse button to bring up a graphics properties screen where semi-transparency and all other graphics properties may be set so the underlying map and data can be viewed more easily once the data are rendered.  The properties of the data that may be manipulated by the end user client application are:

· Plot color

· Line thickness

· Line type

· Font

· Contour interval

· Contour origin

· Contour levels

· Scale

· Color shading

· Wind vector/barb

· Units

· Thresholds

· Alarms
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Figure 2.2.2-1  NOWCAST client mock up display.

A mouse click on a location within the map will bring up a properties window showing the closest observation (in space and time) or model-derived pseudo-observation (all parameters) in an ACSII format (surface type observations).  A double click on a location will automatically submit a request to the server for a time series plot product of the data for the past 24 hrs.  The time series windows will contain toggle buttons for the various parameters and a time slide to query the data at a particular time defined by the mouse pointer location.  For profile observations, the mouse click on a point will designate a location and submit a server request for a pop up graphics window with the observation rendered inside it as a scaled plot.  For products like the profile display that have a vertical extent, a slider will be provided to select the flight altitude for display.  The profile time series will consist of an animation of the profiles for the last 24 hrs controlled by a mouse time slide.  For any product, the corresponding background mesoscale model forecast field can be toggled on and off with the keyboard or mouse.

Cross sections and time sections shall also be supported in the client.  To set up a cross section, the user should define a path of two or more way points using the mouse or a type in dialogue box (for the precise latitudes and longitudes in degrees, minutes, and seconds format) and then click the submit button to send the product request to the server.  The cross section time series will consist of an animation of cross sections for the past 24 hrs controlled by a mouse time slide.  For time sections, a point and altitude range shall be selected and submitted to the server in a manner similar to the cross section.  

Fused data products defined in Section 2.2.5 may also be toggled on and off by clicking on their tabs.  Multiple data products may be selected and deselected by holding down the shift key while clicking the desired tabs.  Folders consisting of a group of multiple products may be bundled and saved under a unique name from the file menu and may also be read in, edited and then saved, overwriting the file of the same name, or saved as another name.  All user configurations are saved on the NOWCAST server which also saves the associated user names and passwords and provides the administration support tools described in Section 2.5 to manage the user profiles.

The user of a NOWCAST client shall also be able to set visual and audio alerts for their data and products using the alt key in conjunction with clicking on the appropriate tab.  User-defined thresholds and QC values (comparison with background fields, previous observation, or buddy check) may be enabled and disabled from this popup menu.  Both visual alerts (lighted or blinking tabs) and audio alarms should be supported.

The NOWCAST client should also be capable of reading a file containing the ship’s point of intended movement (PIM) or other time-based geographic references in order to “follow along” automatically.  This option should be available to automatically and continuously keep the map display or profile centered on a particular location.

An Internet Relay Chat (IRC) button on the client will allow an IRC session to be spawned by the user.  The default behavior will be to initiate a chat session with the responsible METOC office; it is anticipated that these IRC  sessions will be used to interact with the on-scene METOC specialists about critical data and interpretation of  products.  Since everyone in the NOWCAST system “sees” the same picture of the environment, the METOC specialists and the end user can chat and relate to a common visualization of the data and products.  A future enhancement to NOWCAST will be to make the graphics windows a shared whiteboard allowing truly collaborative data and product visualization and discussion to facilitate tactical understanding.

2.2.3  NOWCAST Client Requirements (METOC End user)

In addition to the functionality described above for the tactical client, the NOWCAST system also contains a special METOC client which automatically displays all the data types (overlays) by default.  This client has special privileges to let the METOC user quality control (QC) and tag “bad” data, stations, or model products.  Bad data tags shall be recorded in the data base and the system shall not use the data in derived applications nor display it to end users.  The tagged data should be displayed on the METOC client with a highlighted ring or border around the station location or product.  The data stream or product from a particular sensor shall remain tagged until the METOC user toggles the QC flag back to “good”.  The QC flag will be enabled from the observation or product popup properties window.

The METOC client shall also have the ability to set up the master NOWCAST background map that will define the maximum spatial extent of the products.  The map server will have a separate pop up menu dialog system to control all aspects of the map including projection, shore line and political boundaries, topography, and cities.  Land use characteristics may also be included in the underlying map.  System administration tools for the METOC client to manage user accounts, passwords, and access are described in Section 2.5

2.2.4  Data Requirements

The following data types will be processed and displayed on the NOWCAST client:

· Air Temperature (deg C and deg F)

· Air Dewpoint Temperature (deg C and deg F)

· Relative Humidity (percent)

· Height (meters and feet) of a Pressure Level (mb)

· Sea Level Pressure (millibars)

· Altimeter Setting (inches of mercury)

· Winds (barbs or vectors in m/s or knots) at user-specified flight levels (meters or feet)

· Rain Rate (tenths of an inch or millimeters per hour)

· Radar Reflectivity (dBZ)

· Terrain Height (meters or feet)

· COAMPS Land Use Category (94 categories)

2.2.5  Product Requirements

The following products will be derived from algorithms using the observed data and model generated fields as input:

· Thunderstorm Autonowcaster

· Thunderstorm Line Tracker

· Icing (Frost, Rime, Clear) 

· Turbulence Category (Severe, Moderate, Light) 

· Wind Shear 

· Visibility (km or miles)

· Cloud Fraction (eighths or tenths)

· Cloud Ceiling (meters or feet)

· Cloud Base (meters or feet)

· Cloud Top (meters or feet)

· Cloud Type (11 cloud classifications)

· EM Duct Height (meters or feet)

· Modified Refractivity (m-units)
· Optimal Trajectory
· Surface Heat Index (deg C or deg F)
· Gust Front Tracker (MIGFA)
· Microburst Identifier
· Illumination (lumens)
· AP Rejection Map
2.2.6  AutoVerification Requirements

The NOWCAST system shall have an automated verification software package to 1) maintain statistics on the behavior of observations from sensors (running mean, etc.); 2) maintain current statistics of how well each sensor output compares to background or first-guess fields and derived interest fields (mean error, bias, etc.); 3) maintain current statistics of how well each derived product compares to observations (mean error, bias, etc.).  The errors shall be stored in a local database and the clients shall have the capability to display the current statistics along with the observed data (point location, area contour map, shaded map).  The verification data shall also be included in the NOWCAST system archive for further off-site analysis.

2.3  Interface Requirements

2.3.1  External Interface Requirements

NOWCAST will support the following external interfaces:

· A network interface using standard TCP/IP and HTTP protocols for communications with TEDS, the radar data flat files, and client workstations.

· Interfaces to TEDS to retrieve data required as inputs and to store data output.  These interfaces will be via the TEDS APIs.
· An external interface shall also exist to archive data to tape.
· NOWCAST clients shall be able to export overlays to the Common Operational Picture (COP) in Rainform Gold format.
2.3.2  Internal Interface Requirements

The internal interfaces are the Java client applet/server connections that rely on the TCP/IP/HTTP network link.  

2.4  Computer Resource Requirements

2.4.1  Hardware Requirements

The NOWCAST server will be a multiprocessor personal computer including four processors, 1 GB memory, CD-ROM, dual 10/100 Mbit/sec network controllers, 54 GB internal SCSI disk, 4 mm DDS3 tape drive, dual power supplies, and will operate either the Windows NT or SolarisX86 operating system.  The system shall operate on standard 110V US power and be connected to an uninterruptible power supply (UPS).

The NOWCAST clients will be Java applets available from any Netscape or Microsoft Explorer browser on the network.

2.4.2  Software Requirements

The NOWCAST server operating system will be either Windows NT or SolarisX86 and the programming languages will be C, C++, Java, and FORTRAN 90.  NOWCAST will also support Perl, JavaScript, and Tcl/Tk scripting.  NOWCAST will use a public domain database for storing user authentication and user profile information.

2.4.3  Communications Requirements

NOWCAST shall support the Navy IT-21 networking standards with 10/100 mbit/sec network controllers using standard TCP/IP internet transmission protocols.

2.5  Maintainability Requirements

The NOWCAST METOC client shall have additional menus that allow maintenance of user accounts, passwords, and user profiles in the system.  The menus shall also control the data archive, purge, and initial load capabilities as well as control the various GUIs for the derived products programs.

NOWCAST will be maintainable to the extent possible from the code, program definition language, and documentation, in that order.  The software shall be documented according to the standards set forth in MIL-STD-498 and/or the DII/COE documentation requirements.

Acronyms

AI

Artificial Intelligence

AP

Anomalous Propagation

API

Application Program Interface

BUFR

Binary Universal Format

C&V

Ceiling and Visibility

COAMPS
Coupled Ocean/Atmosphere Mesoscale Prediction System

COP

Common Operational Picture

DII/COE
Defense Information Infrastructure/Common Operating Environment

EM

Electromagnetic

FNMOC
Fleet Numerical Meteorology and Oceanography Center

GRIB

Gridded Binary

GUI

Graphical User Interface

IRC

Internet Relay Chat

IWS

Intelligent Weather System

LAN

Local Area Network

METOC
Meteorology and Oceanography

MIGFA
Machine Intelligent Gust Front Algorithm

MIT LL
Massachusetts Institute of Technology Lincoln Laboratory

NCAR

National Center for Atmospheric Research

NITES

Navy Integrated Tactical Environmental System

NOGAPS
Navy Operational Global Atmospheric Prediction System

NRL

Naval Research Laboratory

NSDS-E
Navy Satellite Display System – Enhanced

PIM

Point of Intended Movement

REA

Rapid Environmental Assessment

RMWS
Remote Mini Weather Station

STAFC
On-Scene Tactical Atmospheric Forecast Capability

TAMS-RT
Tactical Atmospheric Modeling System – Real Time

TEDS

Tactical Environmental Data Server

TEP

Tactical Environmental Processor

UPS

Uninterruptible Power Supply

WMO

World Meteorological Organization
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